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Residual stress is that which remains in a body that is stationary and at equilibrium with its surroundings. It can be very detrimental to the performance of a material or the life of a component. Alternatively, beneficial residual stresses can be introduced deliberately. Residual stresses are more difficult to predict than the in-service stresses on which they superimpose. For this reason, it is important to have reliable methods for the measurement of these stresses and to understand the level of information they can provide. In this paper, which is the first part of a two part overview, the effect of residual stresses on fatigue lifetimes and structural integrity are first summarised, followed by the definition and measurement of residual stresses. Different types of stress are characterised according to the characteristic length scale over which they self-equilibrate. By comparing this length to the gauge volume of each technique, the capability of a range of techniques is assessed. In the second part of the overview, the different nature and origins of residual stress for various classes of material are examined.

Introduction

With modern analytical and computational techniques it is often possible to estimate the stresses to which a component is subjected in service. This in itself is not sufficient for the reliable prediction of component performance. Indeed, in many cases where unexpected failure has occurred, this has been due to the presence of residual stresses which have combined with the service stresses to seriously shorten component life. On the other hand, compressive stresses are sometimes introduced deliberately, as in shot peening which is used to improve fatigue resistance. Furthermore, in natural or artificial multiphase materials, residual stresses can arise from differences in thermal expansivity, yield stress, or stiffness. Considerable effort is currently being devoted to the development of a basic framework within which residual stresses can be incorporated into design in aerospace, nuclear, and other critical engineering industries.

The materials scientist and the engineer can now access a large number of residual stress measurement techniques. Some are destructive, while others can be used without significantly altering the component; some have excellent spatial resolution, whereas others are restricted to near-surface stresses or to specific classes of material. In this paper, part 1 of a two part overview, the techniques most commonly used for the characterisation of residual stress are reviewed. In part 2, the nature and the origin of residual stress for different classes of material are described.

Types of stress

Residual stresses in a body are those which are not necessary to maintain equilibrium between the body and its environment. They may be categorised by cause (e.g. thermal or elastic mismatch), by the scale over which they self-equilibrate, or according to the method by which they are measured. In this paper, a length scale perspective is adopted. As illustrated in Fig. 1, residual stresses originate from misfits between different regions. In many cases, these misfits span large distances, for example, those caused by the non-uniform plastic deformation of a bent bar. They can also arise from sharp thermal gradients, for example, those caused during welding or heat treatment operations (Fig. 1). Whether mechanically or thermally induced, these stresses can be advantageous, as in the case of shot peening and the toughening of glass.

The macrostresses just described are of type I because they vary continuously over large distances (Fig. 2). This is in contrast to residual stresses which vary over the grain scale (type II or intergranular stresses) or the atomic scale (type III). In these cases, the misfitting regions span microscopic or submicroscopic dimensions. Low level type II stresses nearly always exist in polycrystalline materials simply from the fact that the elastic and thermal properties of differently oriented neighbouring grains are different. More significant grain scale stresses occur when the microstructure contains several phases or phase transformations take place. The type III category typically includes stresses due to coherency at interfaces and dislocation stress fields.

Since the techniques available sample a variety of length scales, they may record different stress values. Figure 2 illustrates how the different types of stress equilibrate over different length scales \(l_{0,x}, l_{0,y}\), and \(l_{0,z}\). For a two phase material, the macrostress is continuous across phases, but the type II and III stresses are not. As a result, even when the sampling area is greater than the characteristic areas for type II and type III, non-zero phase-average microstresses \(\langle \sigma_1 \rangle_A^{II}\) and \(\langle \sigma_2 \rangle_A^{III}\) can be recorded. Considering the stresses in the \(z\) direction

\[
0 = \int_A \sigma_{zz}(x,y) \, dA_z
\]

\[
= \int_{A_1} \sigma_{zz}(x,y) \, dA_z + \int_{A_2} \sigma_{zz}(x,y) \, dA_z \ldots \ldots \ldots (1)
\]

\[
= f_A \langle \sigma_1 \rangle_A^{II} + (1 - f_A) \langle \sigma_2 \rangle_A^{III} \ldots \ldots \ldots \ldots (2)
\]

where \(f_A\) and \((1 - f_A)\) are the area fractions \(A_1/A\) and \(A_2/A\) respectively. Extending the analysis to three dimensions by...
integrating over the sampling volume, the type II volume average phase stresses ($\langle \sigma_1 \rangle_{\text{II}}$ and $\langle \sigma_2 \rangle_{\text{II}}$) must obey

$$0 = f \langle \sigma_1 \rangle_{\text{II}} + (1 - f) \langle \sigma_2 \rangle_{\text{II}}$$

if the sampling volume is larger than the characteristic volume for type II. In other words, while the type II and type III stresses must balance over the appropriate small distance, there may be a phase dependent residual effect over large distances; this leads to a mean background stress in each phase. A good example of this is nickel base superalloys with $c_9$ particles in a matrix of $c_8$. Both phases are in the cubic crystal system and indeed in a cube–cube relative orientation, but their lattice parameters do not match exactly. The particles are therefore in forced coherence with the matrix with the coherency strains focused at the interfaces. The lattice parameters of the two phases are slightly different when they are measured for the phases in isolation and when they are combined in the conventional microstructure, i.e. there exist non-zero mean phase type II microstresses.

It is useful to consider the characteristic volume $V_0$ ($\sim l_0$ in most cases) over which a given type of stress averages to zero. If the measurement sampling volume is greater than $V_0$, then the stress will not be recorded, since it averages to zero over that length scale. For example, most material removal techniques (e.g. hole drilling, layer removal) remove macroscopically sized regions ($V \gg V_{0,\text{II}}$, $V_{0,\text{III}}$) over which type II and III stresses average to zero so that only the macrostress is recorded. While the sampling volumes typical in diffraction experiments are also larger than $V_{0,\text{II}}$, at a given wavelength and $(hkl)$ diffraction condition, only a particular phase or grain orientation is sampled. As a consequence a non-zero volume averaged phase microstress $\langle \sigma_1 \rangle_{\text{II}}$ or grain stress $\langle \sigma_{\text{III}} \rangle_{\text{II}}$ can also be recorded superimposed on the phase independent macrostress ($\sigma^m$). Clearly, considerable care must be taken when selecting the most appropriate residual stress measurement technique. It is important to ask what components of the stress tensor, or types of stress, are required by the materials designer to improve performance or for the engineer to make a structural integrity assessment. For example, the

1 Residual stresses arise from misfits (eigenstrains) either between different regions or between different phases within material: different types of residual macro and micro residual stress are illustrated.

2 Residual stress fields can be categorised according to characteristic length scales $l_{0,I}$, $l_{0,II}$, and $l_{0,III}$ over which they self-equilibrate: for type I, $l_{0,II}$ represents considerable fraction of component; for type II, $l_{0,III}$ is comparable to grain dimensions, while for type III, $l_{0,III}$ is less than grain diameter.
designer of composite materials might be interested in the development of type II volume averaged phase stresses, in order to learn about the transfer of load from the matrix to the reinforcement. In contrast, in the life assessment of metallic components, type II and type III are often unimportant, and attention is focused on type I macro-stresses. According to the problem under consideration, this might be the hydrostatic tensile component responsible for creep cavitation, or the mode I crack opening stress component affecting crack growth. As a consequence, unexpected behaviour may not be due to the incorrect measurement of stress but to the measurement of the wrong stress component caused by an inappropriate choice of technique. A few of the more commonly used techniques are summarised in Table 1.

**Effects of residual stress**

While it is not the aim here to review the effects of residual stress on performance in detail, it is important to consider briefly the reasons why residual stress is measured at all.

The static loading performance of brittle materials can be improved markedly by the intelligent use of residual stress. Common examples include thermally toughened glass and prestressed concrete. In the former, rapid cooling of the glass from elevated temperature generates compressive surface stresses counterbalanced by tensile stresses in the interior. The surface compressive stress (~100 MPa) means that the surface flaws that would otherwise cause failure at very low levels of applied stress experience in-plane compression. While the interior experiences counterbalancing tensile stresses, this region is largely stress-free and so the inherent strength of the glass is sufficient to prevent failure. Of course, once a crack does penetrate the interior which is under tension, it can grow rapidly and catastrophically give rise to the characteristic shattered ‘mosaic’ pattern. In fact, it is possible to assess the original residual stress from the scale of the mosaic pattern. Like glass, concrete is brittle and hence has a low tensile strength. Concrete can nevertheless be used in tension, as in cantilever beams, when it is prestressed in compression. Considerable applied tensile stresses can then be tolerated before the superposition of the applied and residual stresses lead to a net tension of the concrete.

For plastically deformable materials, the residual and applied stresses can only be added together directly until the yield strength is reached. In this respect, residual stresses may accelerate or delay the onset of plastic deformation; however, their effect on static ductile failure is often small because the misfit strains are small and so are quickly washed out by plasticity.

The effects of residual stresses on fatigue lifetimes are covered in detail elsewhere. Residual stress can raise or lower the mean stress experienced over a fatigue cycle. It is possible to quantify the effect on life using the Gerber or Goodman relations (Fig. 3). From this it can be seen that because a tensile residual stress increases the mean stress, the stress amplitude must be reduced accordingly if the lifetime is to be unaffected. At large mean values, the tensile residual stresses may even trigger static fracture during fatigue. Free surfaces are often a preferred site for the initiation of a fatigue crack. This means that considerable advantage can be gained by engineering a compressive in-plane stress in the near surface region, for example, by peening, autofrettage, cold hole expansion, case hardening, etc. The largest gains are experienced in low amplitude high cycle fatigue, the least in large strain-controlled low cycle fatigue. This is because, in the latter case, initiation is caused by local alternating strains that exceed the yield stress. These plastic strains soon relax or smooth the prior residual

| Table 1 Summary of various measurement techniques and their attributes: values of resolution and penetration quoted are broadly representative of technique concerned and (l) represents volume averaged type II stresses. |

<table>
<thead>
<tr>
<th>Method</th>
<th>Penetration Spatial resolution</th>
<th>Accuracy</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holes drilling (distortion caused by stress relaxation)</td>
<td>~12 mm hole diameter</td>
<td>~50 µm depth</td>
<td>~50 MPa, limited by non-linearities</td>
</tr>
<tr>
<td>Curvature (distortion as stresses arise or relax)</td>
<td>0.1–0.5 of thickness</td>
<td>0.05 of thickness; no lateral resolution</td>
<td>±10–100× strain, limited by grain statistics and reliability of stress free references</td>
</tr>
<tr>
<td>X-ray diffraction (atomic strain gauge) or read</td>
<td>0.05 of thickness; no lateral resolution</td>
<td>20 µm lateral to incident beam; 1 mm parallel to beam</td>
<td>±20–200 MPa, limited by non-linearities, sampling artefacts, or surface condition</td>
</tr>
<tr>
<td>Hard X-rays (atomic strain gauge)</td>
<td>&lt;1 mm laterally; 20 µm depth</td>
<td>1 mm parallel to beam</td>
<td>&lt;50–500 MPa, limited by non-linearities, sampling artefacts, or surface condition</td>
</tr>
<tr>
<td>Neutrons (atomic strain gauge)</td>
<td>&lt;10 cm</td>
<td>500 µm</td>
<td>&lt;50 MPa</td>
</tr>
<tr>
<td>Ultrasonics (stress related changes in elastic moduli)</td>
<td>&gt;10 cm</td>
<td>5 mm</td>
<td>&lt;1 MPa</td>
</tr>
<tr>
<td>Magnetic (variations in magnetic domains with stress)</td>
<td>&gt;10 cm</td>
<td>&lt;1 mm</td>
<td>&lt;0.1 cm</td>
</tr>
<tr>
<td>Raman</td>
<td>&gt;10 cm</td>
<td>&lt;1 µm</td>
<td>&lt;0.1 cm approx.</td>
</tr>
</tbody>
</table>
stresses. During fatigue crack growth, the near threshold and high growth rate regimes are strongly affected by mean stress, whereas the Paris regime is insensitive to mean stress. Therefore, unless a change in the mean stress brings about crack closure, residual stresses have little effect on crack growth rates in the Paris regime (Fig. 3b). On the whole, type II and type III stresses tend to be washed out by plasticity in the crack tip zone so that only type I stresses need be considered from a fatigue point of view. This is not true for short crack growth which is microstructure and type II stress dependent. Furthermore, type II stresses can be important when considering the fatigue of fibrous composites for which crack bridging can be an important crack retarding mechanism.

**Mechanical stress measurement methods**

These methods rely on the monitoring of changes in component distortion, either during the generation of the residual stresses, or afterwards, by deliberately removing material to allow the stresses to relax.⁶,⁷

**CURVATURE**

Curvature measurements are frequently used to determine the stresses within coatings and layers.⁷ The deposition of a layer can induce stresses which cause the substrate to curve,⁵ as illustrated in Fig. 4a. The resulting changes in curvature during deposition make it possible to calculate the corresponding variations in stress as a function of deposit thickness. Curvature can be measured using contact methods (e.g., profilometry, strain gauges) or without direct contact (e.g., video, laser scanning, grids, double crystal diffraction topology¹⁰), allowing curvatures down to about 0.1 mm⁻¹ to be routinely characterised. Measurements are usually made on narrow strips (width/length < 0.2) to avoid multiaxial curvature and mechanical instability.

The Stoney equation⁶ is often used to relate the deflection $g$ of a thin beam of length $l$ and stiffness $E$ to the stress $\sigma$ along the beam
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3 Effect of residual stress on fatigue lifetime

4 Curvature methods of measuring residual stress
machined, thereby providing data for the back-calculation of residual stress. The machining operation usually involves drilling a hole around which the strain is measured using either a rosette of strain gauges (Fig. 5) (e.g., Refs. 17, 18); moire interferometry; laser interferometry based on a rosette of indentations;19 or holography.20,21 In general terms

\[ \sigma = (\sigma_{\text{max}} + \sigma_{\text{min}}) \cdot A + (\sigma_{\text{max}} - \sigma_{\text{min}}) \cdot B \cos 2\beta \]  

(5)

where \( A \) and \( B \) are hole drilling constants, and \( \beta \) is the angle from the x-axis to the direction of maximum principal stress, \( \sigma_{\text{max}} \). For the general case of a hole drilled in an infinite plate, \( A \) and \( B \) must be calculated numerically.22

Although it is possible to deduce the variation in stress with depth by incrementally deepening the hole, it is difficult to obtain reliable measurements much beyond a depth equal to the diameter. (Procedures have been developed to extend the measurement depth.23) With a three strain gauge rosette it is only possible to measure the two in-plane components of the stress field. Nevertheless, the method is cheap, widely used, and it has been applied even to polymeric samples.24 Water jets have been used in preference to mechanical drilling to reduce the depth of machining induced deformation.24 If the residual stresses exceed about 50% of the yield stress, then errors can arise due to localized yielding.22 While the method has been used to assess the levels of stress in coatings,26,27 it is not really practical for thin (<100 \( \mu \)m), or for brittle coatings.

**Stress measurement by diffraction**

Changes in interplanar spacing \( d \) can be used with the Bragg equation to detect elastic strain \( \varepsilon \) through a knowledge of the incident wavelength \( \lambda \) and the change in the Bragg scattering angle \( \Delta \theta \):

\[ \lambda = 2d \sin \theta \]

giving

\[ \varepsilon = \frac{\Delta d}{d} = -\cot \theta \Delta \theta \]  

(6)

It is, of course, usually necessary to have an accurate measure of \( d_0 \), the stress free spacing. The strain results can then be converted into stress using a suitable value of the stiffness (e.g., see Ref. 36).

Because diffraction is inherently selective, and therefore biased towards a particular set of grains, the peak shift will sample both the type I and the average type II stresses for the particular grain set. (The type III stresses simply give peak broadening.) This can be exploited for multiphase materials to provide information about the stressing of the individual phases separately,27,38 but for single phase materials the intergranular type II stresses mean that the elastic strain recorded for a given reflection may not be representative of the bulk elastic strain. Corrections must be made for the intergranular stresses before the macrostress can be deduced.

In a single phase material, intergranular stresses usually comprise two terms. First, the elastic stiffness mismatch between differently oriented grains can be accounted for by the use of experimentally or theoretically determined diffraction elastic constants (Poisson’s ratio \( \nu_{\text{hkl}} \) and elastic modulus \( E_{\text{hkl}} \)).29,30 These relate the macrostress to the strain \( \varepsilon_{\text{hkl}} \) recorded normal to the \((hkl)\) planes using the \((hkl)\) reflection. The second term is due to differences in the plastic yielding response of adjacent grains. While the effect can be accounted for,39,40 the simplest solution is to choose reflections which are relatively unaffected by plastic incompatibility intergranular stresses within the material (e.g., see Ref. 41).

Using diffraction it is only possible to determine the lattice strain for a given \((hkl)\) plane spacing in the direction of the bisector of the incident and diffracted beams. In order to calculate the stress (or strain) tensor at a sampling gauge location at least six independent measurements of strain in different directions \( \varepsilon(\phi, \psi) \) are required:

\[ \varepsilon(\phi, \psi) = \varepsilon_{\theta_1} \cos^2 \phi \sin^2 \psi + \varepsilon_{\theta_2} \sin 2\phi \sin^2 \psi + \varepsilon_{\theta_3} \sin^2 \phi \sin 2\psi \]

(7)

where \( C_1 \) and \( \psi_1 \) are the polar angles to the tensor coordinate system. In many cases, the principal stress directions can be deduced by symmetry arguments and thus only three strain values are required to calculate the principal stresses

\[ \sigma_{11} = \frac{E_{\text{hkl}}}{1 + \nu_{\text{hkl}}} \left( \varepsilon_{\theta_1} + \frac{\nu_{\text{hkl}}}{1 - 2\nu_{\text{hkl}}} \frac{\varepsilon_{\theta_2} + \varepsilon_{\theta_3}}{C_1} \right) \]  

(8)

Finally, various other removal techniques have been reported.33 For example, it has also been possible to monitor residual thermal stresses in the fibre phase of a continuous fibre metal matrix composite by etching away the matrix and measuring the change in the fibre length.34 Another method is based on cutting a section by electro-discharge machining and inferring the prior normal stresses from the deviations from planarity.35

**COMPLIANCE METHODS**

The crack compliance method involves cutting a small slot to monitor the relaxation of stress in the vicinity of the crack using strain gauge interferometry.28 By steadily increasing the depth of the slot, it is possible to resolve the stress field normal to the crack as a function of depth for relatively simple stress distributions.29,30 Material can also be removed chemically.31 A variant of this method has even been used to assess the residual stress state of arteries in rabbits.32

Finally, various other removal techniques have been reported.33 For example, it has also been possible to monitor residual thermal stresses in the fibre phase of a continuous fibre metal matrix composite by etching away the matrix and measuring the change in the fibre length.34 Another method is based on cutting a section by electro-discharge machining and inferring the prior normal stresses from the deviations from planarity.35
plane strain $\varepsilon_{33}$ is required

$$\sigma_{11} = \frac{E_{hkli}}{1 - \nu_{hkli}}$$

or

$$\sigma_{11} = - \frac{E_{hkli} \varepsilon_{33}}{2\nu_{hkli}}$$

### ELECTRON DIFFRACTION

Very high lateral spatial resolution can be achieved using electron beams which can readily be focused to diameters as small as 10 nm. The convergent beam electron diffraction technique is commonly used to achieve the greatest strain resolution. Only very thin samples ($<100$ nm) can be examined, which naturally renders the results vulnerable to surface relaxation effects and the strain values represent an integral through the thickness. Nevertheless, the method provides a way of measuring type II and type III stresses, such as the misfit strains between $c/c$ phases in nickel superalloys and 'macrostresses' in very small electronic device structures.

### LABORATORY X-RAY DIFFRACTION

Laboratory ($\lambda \approx 0.1 - 0.2$ nm wavelength) X-rays probe a very thin surface layer (typically tens of micrometres). This limitation can be used to advantage in the $\sin^2 \psi$ technique where the small depth of penetration means that the sampled region can often be assumed to be in plane stress ($\sigma_{3i} = 0$ for all $i$). This obviates the need for an accurate strain free $d_0$ lattice spacing determination, because, for plane strain, the slope of the measured lattice spacing with specimen tilt $\psi$ can be related directly to the level of in-plane stress $\sigma_{11}$

$$\text{slope of } \sin^2 \psi \text{ versus } d = \frac{1 + \nu_{hkli}}{E_{hkli}} \sigma_{11} d_0 \ldots \ldots \ (10)$$

where $\nu_{hkli}$ and $E_{hkli}$ are the appropriate diffraction elastic constants for the Bragg reflection used and $\psi$ is the angle between the material surface normal and the bisector of the incident and reflected beams, i.e. the strain measurement direction (Fig. 6).

While the plane stress assumption is true at the surface, its general validity over the sampling depth $l$ depends on the scales and relative magnitudes of the type I and type II components. This assumption is reasonable for systems with macrostresses which tend to vary over large distances compared with the penetration depth, but it is less satisfactory for situations in which there are significant type II stresses. This is because the type II stresses, such as those in composite materials, may equilibrate over very short distances from the free surface depending on the microstructure ($h_{i,II} \approx$ interparticle spacing$^4$). This complication is discussed for composites in part 2.1 Good measures of the in-plane macrostress are obtained only when the penetration depth is small compared with the scale of the microstructure. Depth resolved studies can be undertaken using surface removal techniques, but the practical depth limit is really only about 1 mm. Errors can arise when investigating rough surfaces (e.g. welds) using the conventional focusing optics arrangement due to changes in sample 'heights'.

Glancing incidence methods can be used for thinner films and involve a reduction in the depth of penetration by the use of very low incident beam angles ($>1^\circ$) (e.g. for diamond-like films). At still lower incident angles ($<0.5^\circ$), total reflection occurs and the X-ray beam forms an
evanescent wave which penetrates a mere 3 nm or so. This is so called grazing incidence diffraction. In this configuration, the detector is positioned at 2θ to the incident beam, but just above the film surface such that the diffracting plane normal lies almost within the surface, thus, it can provide a direct measure of the in-plane strain.

NEUTRONS

Neutrons have the advantage over X-rays that for wavelengths comparable to the atomic spacing, their penetration into engineering materials is typically many centimetres. By restricting the irradiated region and the field of view of the detector by slits or radial collimators, it is possible to obtain diffracted intensity from only a small volume (1 mm³), from deep within a sample (Fig. 7).

There are essentially two neutron diffraction techniques, namely, conventional 0/2θ scanning and time of flight approaches. These two methods have developed largely because of the two forms in which neutron beams are available, i.e. either as a continuous beam from a reactor source, or as a pulsed beam from a spallation source. The former is well suited to conventional 0/2θ scanning, whereby shifts Δh in a single hkl diffraction peak are monitored according to equation (6), while the latter is well suited to the time of flight method. In this case, the diffraction profile is not collected as a function of the Bragg angle θ, rather the Bragg angle is held constant (usually 2θ ~ 90°) and the incident wavelength λ varied. This is because within each pulse of neutrons leaving the moderated target there is a large range of neutron energies. Naturally, the most energetic neutrons arrive at the specimen first, the least energetic last. Consequently, the energy and hence wavelength of each detected neutron can be deduced from the time that has elapsed since the pulse of neutrons was produced at the target, i.e. from the time of flight. In this case, the strain is given by ε = Δt/λ, where t is the time of flight. As the strain resolution is dependent upon the accuracy of the measurement of the time of flight, high resolution instruments tend to have large flight paths (>100 m).

The choice between the two neutron diffraction methods can be regarded as a choice between measuring all the diffracting neutrons using a single wavelength with the 0/2θ scan, and measuring the diffracting neutrons for all wavelengths for a fraction of the time (i.e. fifty times a second) with the time of flight approach. In general, continuous sources tend to offer the best performance when a small region of the whole diffraction profile is required (e.g. single peak based measurements of the macrostress), while time of flight instruments are especially good in situations where a number of peaks, or the whole diffraction profile, is required (e.g. for multiphase materials or where large intergranular strains are to be expected). At a time of flight instrument, it is most common to use a Rietveld refinement to derive a single value of the lattice spacing by simultaneously fitting a curve to the intensity profile from all the reflections within the time of flight capabilities of the instrument. This value is weighted towards those peaks which are most intense and has been shown both experimentally and theoretically to be a very good representation of the bulk elastic response, relatively insensitive to the tensile and compressive shifts of the various reflections.

An important complication in the application of neutron diffraction is the introduction of apparent strains when

---

8 Schematic illustration of synchrotron measurement geometries
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internal or external surfaces are encountered. This arises because of shifts in the centre of gravity of the diffracting volume when it is only partially filled. Provided the diffraction geometry is well known and the attenuation of the diffracting material is included these effects can be accounted for. At least three different dimensions (magnetostriction) or shrink (negative magnetostriction). When magnetostrictive materials are stressed the preferred domain orientations are altered, causing domains most nearly oriented to a tensile stress to grow (positive magnetic and electrical techniques

Other methods

Magnetic and Electrical Techniques

When magnetostrictive materials are stressed the preferred domain orientations are altered, causing domains most nearly oriented to a tensile stress to grow (positive magnetostriction) or shrink (negative magnetostriction). Stress induced magnetic anisotropy leads to the rotation of an induced magnetic field away from the applied direction. A sensor coil can monitor these small rotations in the plane of the component surface. When no rotation is observed, the principal axes of the magnetic field and stress are parallel. By rotating the assembly, both the principal stress directions and the size of the principal stress difference can be measured (Fig. 9a). Magnetoacoustic emission is the generation of elastic waves caused by changes in magnetostrictive strain during the movement of magnetic domain walls and is generally detected from the material bulk. Barkhausen emission on the other hand, is recorded as a change in the emf proportional to the rate of change in magnetic moment detected in probe coils as domain walls move. It is attenuated at high frequencies by eddy current shielding and so provides only a near surface probe (≤250 μm). The largest Barkhausen signal is given by the sudden movement of 180° domains, since this causes the largest change in magnetic moment, however it gives rise to no magnetoacoustic emission. In contrast, magnetoacoustic emission is largest for 90° wall movements. It has been proposed that different magnetoacoustic emission signals for different field directions may enable the principal stress axis to be identified. Unfortunately, magnetic methods are sensitive to both stress and the component microstructure (Fig. 9b), which must therefore be accounted for using calibration experiments. Nevertheless, for materials which are magnetostrictive and are well characterised, magnetic methods provide cheap and portable methods for non-destructive residual stress measurement.

Eddy current techniques are based on inducing eddy currents in the material under test and detecting changes in the electrical conductivity or magnetic permeability through changes in the test coil impedance. The penetration depth (related to the skin depth) can be changed by altering the excitation frequency, but is around 1 mm at practical frequencies, and the probe cannot identify the direction of the applied stress. Recent work looking at residual stresses in Ti–6Al–4V illustrates that eddy current methods can be applied to a wider range of materials than magnetic methods. Eddy current methods are not well suited to basic measurements of residual stress due to the sensitivity of eddy current monitoring to plastic work and microstructural changes, but they can provide a quick and cheap

HARD X-RAYS

Synchrotron (or hard) X-rays are now becoming available at central facilities; synchrotron sources can be as much as a million times more intense than conventional sources and can provide high energy photons (20–300 keV) that are over a thousand times more penetrating than conventional X-rays. Little research has been carried out to date, but very fast data acquisition times (<1 s) using small lateral gauge dimensions (>20 μm) at large depths (as much as 50 mm in aluminium) are possible. At least three different methods have been applied to date using

(i) traditional 0/20 methods (Fig. 8a)
(ii) high energy two-dimensional diffraction (Fig. 8b)
(iii) white beam high energy photons (energy dispersive method, Fig. 8c).

In all cases, the relatively high energies involved lead to very low scattering angles (typically ranging from about 10° at moderate energies (25 keV) to about 4° at high energies (80 keV). This leads to gauge volumes having an elongated diamond shape (typically as little as 20 μm lateral to the beam, but as much as 1 mm along it) and hence poor resolution perpendicular to the scattering vector, i.e. the strain measurement direction (Fig. 8).

10 Exploiting piezospectroscopic effects to measure residual stress in fibre composites

a experimental arrangement for collecting fluorescence data during push-out of fluorescent fibre; b variation in frequency shift as push-out load is increased for sapphire fibre with Mo coating in TiAl matrix (shift Δv = 5.4μradial–2.15μradial with Δv expressed in cm s−1 and axial and fibre stresses in GPa)
in-line inspection method as part of an industrial quality control cycle.

ULTRASONICS

Changes in ultrasonic speed can be observed when a material is subjected to a stress, the changes providing a measure of the stress averaged along the wave path. The acoustoelastic coefficients necessary for the analysis are usually calculated using calibration tests. Different types of wave can be employed but the commonly used technique is the critically refracted longitudinal wave method. The greatest sensitivity is obtained when the wave propagates in the same direction as the stress. The stress can be calculated according to

\[
\frac{V_{op} - V_0}{V_0} = k_1 \sigma_p + k_2 \sigma_q + k_3 \sigma_s \\
\frac{V_{pq} - V_0}{V_0} = k_3 \sigma_p + k_4 \sigma_q + k_5 \sigma_s
\]

where \( V_0 \) and \( V_i \) are the isotropic longitudinal and transverse velocities, \( V_{ij} \) is the velocity of a wave travelling in direction \( i \) polarised in direction \( j \), when the wave propagates in direction \( p \), a principal stress direction; \( s \) is orthogonal to \( p \) and \( q \); and \( k_i \) are the appropriate coupling constants.

The method provides a measure of the macrostresses over large volumes of material. Ultrasonic wave velocities can depend on microstructural inhomogeneities and there are difficulties in separating the effects of multiaxial stresses. Nevertheless, being portable and cheap to undertake, the method is well suited to routine inspection procedures and industrial studies of large components, such as steam turbine discs.

PIEZOSPECTROSCOPIC EFFECTS

Characteristic Raman or fluorescence luminescence lines shift linearly with variations in the hydrostatic stress. Samples which give good Raman spectra include silicon carbide and alumina – zirconia. Impurity containing alumina fibres are known to fluoresce under stress. The methods are useful because spectral shifts can be easily and accurately measured. By using optical microscopy, it is possible to select regions of interest just a few micrometres in size (Fig. 10). Furthermore, given the optical transparency of some matrix materials such as

![Atomic force microscope image showing surface relief due to individual bainite subunits, which all belong to tip of sheaf](image-url)
epoxy, it is even possible to obtain subsurface information. Consequently, these methods are well suited to the study of fibre composites, providing basic information about the build up of stresses from fibre ends to centres and to distinguish between micro- and macrostresses.

THERMOELASTIC METHODS

The elastic deformation of a material causes small changes in temperature (1 mK for 1 MPa in steel). It is possible, using an appropriate infrared camera, to map the thermal variations giving an indication of concomitant variations in stress. The thermoelastic constant \( b \), which describes the dependence of temperature on stress, allows the hydrostatic stress component to be determined using the relation

\[
\sigma_{\text{hydrostatic}} = \frac{1}{b} \frac{1}{3} \left( \sigma_{11} + \sigma_{22} + \sigma_{33} \right) \quad \text{(12)}
\]

The effect is rather small relative to the sensitivity of the currently available infrared cameras and hence has limited use at present. It is well suited to fatigue studies.

PHOTOELASTIC METHODS

The tendency for the speed of light in transparent materials to vary anisotropically when the material is subjected to a stress is termed the photoelastic effect. It gives rise to interference fringe patterns when such objects are viewed in stress. The thermoelastic constant \( b \), which describes the dependence of temperature on stress, allows the hydrostatic stress component to be determined using the relation
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